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W h i t e  P a p e r

Introduc�on
In terms of industrial compu�ng field configura�ons, system 
integrators and end users prefer distributed systems over cen-
tralized systems, which can be seen in almost every applica�on, 
especially in recent years. The transi�on brings advantages in 
many aspects and the following contents introduce them and 
provide real a case study.

In brief, the trend is that users deploy more edge systems for 
different func�ons respec�vely, to replace only one high-perfor-
mance system for all the workloads. Moreover, u�lizing edge 
systems brings countless advantages including minimizing 
latency, bandwidth efficiency, redundancy, and even deploying 
AI at the edge.

Also, each system can be tailor-made in configura�ons to op�mize 
performance and scalability. The mul�ple individual systems can 
also be upgraded and repaired individually. What’s more, the 
redundancy allows the systems to replace the func�on for each 
other when failure happens. With the flexibility, the whole solu�on 
could reduce messy wiring as well and be more cost-effec�ve. The 
various form factors of the systems also require smaller space than 
centralized systems.
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Advantages of Distributed Systems in Field Configura�on

Taking smart city and technology enforcement for an 
easy example; a few cameras at an intersec�on share 
an edge system to process the images of anomalies 
such as traffic viola�ons and accidents. Once the 
images are processed at the edge, the packet would be 
much smaller and the transmission to the server in the 
control room would be much faster. Therefore, this 
leads to more real-�me responses, poten�ally saving 
lives.

Since the packet is smaller, no ma�er whether it is 
transmi�ed via a wired network, 4G LTE or even 5G, 
the overall cost can be lower.  

On the contrary, without edge systems on-site, the 
surveillance cameras have to transmit large volumes 
of data to the server. Hence, the transmission and 
analysis can take much more �me and compu�ng 
power for the tasks. (Figure 1.)

Challenges of Centralized Systems: Upgrades and Accidental Failures

Witha centralized system field configura�on, it saves 
costs of systems, power, and space while one system 
can mul�task with several AI models. 

However, this configura�on, while efficient and 
cost-effec�ve, presented its own set of challenges. 
The foremost concern was processing power. Running 
four AI algorithms simultaneously demanded a more 
sophis�cated CPU or refined models. This also made 
future upgrades a tricky proposi�on, as a single 
system might not be scalable enough to handle heavi-
er workloads. Any inevitable upgrades would result in 
addi�onal costs and complexi�es.

In the event of system failure, the centralized setup 
meant that all algorithms were at risk of going offline 
simultaneously, poten�ally causing significant disrup-
�ons to opera�ons. Similarly, individual updates or 
maintenance of AI algorithms became more challeng-
ing when �ghtly integrated into a single embedded 
system, possibly requiring the en�re system to be 
halted.

Figure 1. As the data is processed at the edge, the applica�on 
can achieve real-�me response with smaller data 
packets and less demand for net bandwidth.
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Case Study of Distributed System: Wafer AOI systems

Deploying mul�ple edge systems in a distributed manner 
significantly enhances the efficiency and performance of 
automa�on applica�ons. In an automated op�cal inspec-
�on (AOI) system for wafer fabrica�on, various IPC 
industrial systems are strategically posi�oned at the 
edge to maximize func�onality and performance.

Mo�on Control System - IPC960A
The mo�on control system governs the precise move-
ments ofrobo�c arms responsible for placing wafers 
onto inspec�on pla�orms. For this cri�cal step, the 
recommended choice is the fanless IPC960A. It boasts 
a 12th/13th gen Intel® Core™ processor, offering 
robust computa�onal power. The inclusion of 2.5G and 
GbE LAN ports facilitates high-speed communica�on. 
Then, they enable seamless coordina�on with the 
main controller, while also suppor�ng diverse mo�on 
control protocols.

Main System - IPC964A/ IPC970
Func�oning as the cornerstone of the solu�on, at the 
mainstream level field configura�on, the main controller 
executes AI algorithms and collaborates with the mo�on 
control system to execute automated op�cal inspec�on 
tasks. The system is me�culously designed to meet and 

exceed industry standards, including EN 61000-6-4 and 
EN 61000-6-2, ensuring seamless performance in even 
the most challenging electromagne�c environments.

The IPC964A, equipped with a formidable 12th/13th 
gen Intel® Core™ processor and dual DDR5 slots, per-
fectly aligns with these demanding requirements. The 
IPC964A supports a half-size accelerator card, allowing 
it to connect to a GPU and various types of cameras 
(GigE/USB 3.0) via a frame grabber. This enables 
real-�me AI visual recogni�on and control with I/O 
cards.

Its triple display capability and M.2 Key B for the 5G 
module enable real-�me on-site and remote moni-
toring, while the six USB 3.2 Gen2 ports effortlessly 
connect to cameras or edge devices. Streamlining 
maintenance processes, our so�ware-enabled USB 
power control facilitates remote diagnos�cs, preven�ve 
rou�nes, and centralized management, minimizing 
down�me and enabling efficient firmware updates. 
With customizable automa�on and enhanced securi-
ty measures, our solu�on reduces physical access 
requirements, making maintenance more proac�ve, 
secure, and seamlessly integrated into your opera-
�onal workflows.

For a more advanced configura�on, if the end users 
require a more sophis�cated solu�on, they can turn to 
a more advanced version with the IPC970. With an 
Intel® Xeon CPU and four DDR4 up to 128G and support 
of a full-size accelerator card, it can also func�on as a 
higher-performance main system to deal with more 
demanding tasks, with similar configura�ons.

Also, a high-wa�age power board ensures reliable 
opera�on by accommoda�ng mul�ple high-power 
peripherals and devices in demanding industrial envi-
ronments. The cooling design can support high-end 
GPUs.

Data Systems for Storage - IMB540
The image and data collected during inspec�on are 
transmi�ed to dedicated data systems for secure stor-
age. To further enhance the inspec�on solu�on 
through AI model training, these systems facilitate 
seamless data transfer to a high-performance server. 
For data storage demands, the ATX motherboard 
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IMB540 supports not only the 13th gen Intel® Core™ i9 
processor but also accommodates up to 128GB of 
memory, ensuring high-performance capabili�es. Most 
importantly, it supports four SATA-600 with RAID 
0/1/5/10 for a large amount of data.
 

GPU Worksta�on for AI Model Training - iHPC300
At the back end, the iHPC300, an ul�mate GPU work-
sta�on powered by the 3rd Genera�on Intel® Xeon® 
Scalable processor, is deployed for con�nuous AI 
model training and op�miza�on. With three PCIe x16 
and three PCIe x8 slots, it accommodates mul�ple 
accelerator cards, delivering unparalleled processing 
performance. Equipped with six DDR4 slots and a 
memory capacity of up to 384 GB, the iHPC300 adeptly 
handles large volumes of data and demanding AI work-
loads. Addi�onally, it offers six SATA3 ports and an M.2 
Key M slot for NVMe module, making it an ideal choice 
for storing and analyzing real-�me data from mul�ple 
sources.



4

The transi�on from centralized to distributed
system field configura�on in industrial PC

www.axiomtek.com

Deploying mul�ple edge systems in a distributed manner 
significantly enhances the efficiency and performance of 
automa�on applica�ons. In an automated op�cal inspec-
�on (AOI) system for wafer fabrica�on, various IPC 
industrial systems are strategically posi�oned at the 
edge to maximize func�onality and performance.

Mo�on Control System - IPC960A
The mo�on control system governs the precise move-
ments ofrobo�c arms responsible for placing wafers 
onto inspec�on pla�orms. For this cri�cal step, the 
recommended choice is the fanless IPC960A. It boasts 
a 12th/13th gen Intel® Core™ processor, offering 
robust computa�onal power. The inclusion of 2.5G and 
GbE LAN ports facilitates high-speed communica�on. 
Then, they enable seamless coordina�on with the 
main controller, while also suppor�ng diverse mo�on 
control protocols.

Main System - IPC964A/ IPC970
Func�oning as the cornerstone of the solu�on, at the 
mainstream level field configura�on, the main controller 
executes AI algorithms and collaborates with the mo�on 
control system to execute automated op�cal inspec�on 
tasks. The system is me�culously designed to meet and 

exceed industry standards, including EN 61000-6-4 and 
EN 61000-6-2, ensuring seamless performance in even 
the most challenging electromagne�c environments.

The IPC964A, equipped with a formidable 12th/13th 
gen Intel® Core™ processor and dual DDR5 slots, per-
fectly aligns with these demanding requirements. The 
IPC964A supports a half-size accelerator card, allowing 
it to connect to a GPU and various types of cameras 
(GigE/USB 3.0) via a frame grabber. This enables 
real-�me AI visual recogni�on and control with I/O 
cards.

Its triple display capability and M.2 Key B for the 5G 
module enable real-�me on-site and remote moni-
toring, while the six USB 3.2 Gen2 ports effortlessly 
connect to cameras or edge devices. Streamlining 
maintenance processes, our so�ware-enabled USB 
power control facilitates remote diagnos�cs, preven�ve 
rou�nes, and centralized management, minimizing 
down�me and enabling efficient firmware updates. 
With customizable automa�on and enhanced securi-
ty measures, our solu�on reduces physical access 
requirements, making maintenance more proac�ve, 
secure, and seamlessly integrated into your opera-
�onal workflows.

For a more advanced configura�on, if the end users 
require a more sophis�cated solu�on, they can turn to 
a more advanced version with the IPC970. With an 
Intel® Xeon CPU and four DDR4 up to 128G and support 
of a full-size accelerator card, it can also func�on as a 
higher-performance main system to deal with more 
demanding tasks, with similar configura�ons.

Also, a high-wa�age power board ensures reliable 
opera�on by accommoda�ng mul�ple high-power 
peripherals and devices in demanding industrial envi-
ronments. The cooling design can support high-end 
GPUs.

Data Systems for Storage - IMB540
The image and data collected during inspec�on are 
transmi�ed to dedicated data systems for secure stor-
age. To further enhance the inspec�on solu�on 
through AI model training, these systems facilitate 
seamless data transfer to a high-performance server. 
For data storage demands, the ATX motherboard 

IMB540 supports not only the 13th gen Intel® Core™ i9 
processor but also accommodates up to 128GB of 
memory, ensuring high-performance capabili�es. Most 
importantly, it supports four SATA-600 with RAID 
0/1/5/10 for a large amount of data.
 

GPU Worksta�on for AI Model Training - iHPC300
At the back end, the iHPC300, an ul�mate GPU work-
sta�on powered by the 3rd Genera�on Intel® Xeon® 
Scalable processor, is deployed for con�nuous AI 
model training and op�miza�on. With three PCIe x16 
and three PCIe x8 slots, it accommodates mul�ple 
accelerator cards, delivering unparalleled processing 
performance. Equipped with six DDR4 slots and a 
memory capacity of up to 384 GB, the iHPC300 adeptly 
handles large volumes of data and demanding AI work-
loads. Addi�onally, it offers six SATA3 ports and an M.2 
Key M slot for NVMe module, making it an ideal choice 
for storing and analyzing real-�me data from mul�ple 
sources.
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Axiomtek once had a case where it needed a centralized 
setup for the field opera�ons to maximize func�onality 
while keeping system deployment minimal. With a 
centralized system field configura�on, it saves costs of 
systems, power, and space while one system can 
mul�task with four AI models. 

In this scenario, they opted for a special embedded 
system that could handle four AI models within an oil 
and gas complex. The embedded system was sta�oned 
on-site, tasked with running four crucial AI models: 
number plate recogni�on and access control for the 
complex, monitoring the smart fence in restricted 
areas, analyzing poten�al dangers, and preven�ng 
anomalies.

Equipped with mul�ple IP cameras, the system moni-
tored vehicle and personnel movements at the com-
plex entrance and exit points, effec�vely blocking unau-
thorized vehicles from gaining access. Beyond this, it 
not only kept an eye on who entered restricted zones 
but also ensured they were equipped with the neces-
sary safety gear. In cases of emergencies like gas leaks, 
unauthorized access, or individuals entering restricted 

www.axiomtek.com

Case Summary
In this op�mized solu�on, Axiomtek recommends a 
range of pla�orms with cost-effec�ve configura�ons 
tailored to meet specific needs and effec�vely manage 
workloads in automated op�cal inspec�on for wafer 
fabrica�on.

Distributed control systems employ strategically 
posi�oned edge pla�orms and devices, each dedicated to 
specific func�ons such as data storage, process control, 
and real-�me data processing across a field site. These 
systems seamlessly interconnect through high-speed 
communica�on protocols, fostering collabora�on and 
ensuring op�mal performance.

This approach streamlines maintenance, allowing for 
targeted interven�ons without the need for a complete 
system shutdown. This minimizes down�me and bolsters 
overall system reliability. Moreover, the adaptability of 
distributed systems enables customiza�on, resul�ng in 
cost savings through tailored solu�ons that eliminate 
superfluous features, providing a highly cost-effec�ve 
solu�on.

areas without proper safety gear, the system triggered 
alarms with safety in mind.

Furthermore, the edge compu�ng system gathered data 
for in-depth analysis, enhancing AI model performance 
through machine learning and proac�vely preven�ng 
similar public safety incidents in the future.

This configura�on, while efficient and cost-effec�ve, 
presented its own set of challenges. The foremost con-
cern was processing power. Running four AI algorithms 
simultaneously demanded a more sophis�cated CPU 
or refined models. This also made future upgrades a 
tricky proposi�on, as a single system might not be 
scalable enough to handle heavier workloads. Any 
inevitable upgrades would result in addi�onal costs 
and complexi�es.

In the event of system failure, the centralized setup 
meant that all algorithms were at risk of going offline 
simultaneously, poten�ally causing significant disrup-
�ons to opera�ons. Similarly, individual updates or 
maintenance of AI algorithms became more challenging 
when �ghtly integrated into a single embedded system, 
possibly requiring the en�re system to be halted.
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Conclusion
Both centralized to distributed system field configura-
�ons have their pros and cons and are expected to be 
used in the foreseeable future. Before deciding which 
to choose from, there are so many factors to consider 
such as type of applica�ons, net speed, configura�on 
complexity, security and budget. Distributed system 
field configura�ons are closer to the trend of process-
ing data at the edge for real-�me transmission.

 Distributed system Centralized system 
Advantages Faster processing Easy to manage
 Shorter latency Cost-effec�ve at first deployment
 Reduced down�me 
Disadvantages Complicated configura�ons Single point of failure
  Addi�onal costs for upgrades

However, centralized systems field configura�ons s�ll 
have some upsides, including simplicity of deployment, 
cost-effec�veness, easier maintenance and upgrades 
and resource sharing.

As a result, end users and system integrators could 
tailor-made the solu�ons that best fit the field site and 
the most crucial demands.

Deploying edge systems brings several advantages. By 
processing data closer to where it's generated, there's 
less latency, making things like smart ci�es and autono-
mous applica�ons work faster. It also saves internet 
bandwidth as only important data goes to the cloud, 
useful where the internet is limited. 

Edge compu�ng is safer, keeping sensi�ve data local 
for privacy and it uses less energy. Also, edge systems 

make real-�me decisions and can operate inde-
pendently, enhancing overall performance in various 
applica�ons. In simple terms, edge IoT makes things 
work faster, saves internet space, keeps data safe, 
works efficiently, uses less energy, is reliable, and 
decides things quickly.


